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Abstract—In this paper, a method to address the problem
of detecting abandoned object(s) in a live video feed has been
presented. The proposed technique utilizes a static background
modeling algorithm and identifies any object lying abandoned
for a given period of time. Our approach uses a FIFO queue
for each pixel in a video frame as an essential element and
applies a processing logic. Since the serial processing of such
pixel queues on a conventional computing platform is relatively a
slow process, the proposed algorithm is synthesized on an FPGA
with the aim of making a custom chip that can be embedded in
a development board for abandon object detection applications.
Such hardware implementation also speeds up the execution of
the algorithm by exploiting the parallel nature of algorithm
and makes the computation real-time. The proposed technique
successfully detects abandoned objects of different sizes present
in the video.

Keywords—Abandoned object detection, Video surveillance,
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I. INTRODUCTION

Abandoned objects are a common sight in any modern
day crowded area such as a marketplace, railway station,
school, and public transport. However, these abandoned objects
can contain dangerous explosives planted by people with
malevolent intentions to cause heavy loss of life and property.
Such explosives are often disguised as commonplace objects,
which are easily ignored by a passer-by and left unattended
at a location, whilst keeping the bomber at a safe distance to
trigger the explosive.

In an urban area, we are constantly monitored by Closed-
Circuit Television (CCTV) cameras, to locate and identify
any such object and trace its origins. However, the current
surveillance system is largely man-powered, where a small
group of security personnel is required to constantly gaze at
scores of cameras, spread throughout the area to find anything
suspicious. It is easy to imagine that this is not an easy task to
continue for hours, and it is likely that the aforementioned
personnel may miss an object here or there. Also, due to
low manpower, an area cannot be monitored by an individual
constantly, leaving abundant room for error.

Several tactics are deployed to address this problem. High-
resolution overhead cameras are used for surveillance in
significant locations such as national monuments or private
establishments, to detect such unattended objects of even
small size. However, these cameras are expensive, and even
with their resolution, there is no guarantee that the security
personnel will spot the object. Also, in some cases security
officers often patrol the area under surveillance, to maintain
vigilance over any such object. This is commonly seen in
railway stations and areas of high-security zones. However,
this tactic requires excessive manpower, especially if the area

under surveillance is huge. Also, if there happens to be a
bomb concealed in an abandoned object, this raises the risk
of grievous physical harm to the officers who would examine
this object.

Also, the public is often encouraged to raise an alarm in
case they find any such object, once they have established that
it does not belong to anyone nearby. Television advertisements
and loudspeaker announcements are used to motivate people to
survey the area by themselves to confirm its safety. However,
most people do not follow such instructions out of ignorance,
or the inhibition of raising a false alarm. Even in a genuine
case, a common person can find it difficult to send the message
to the appropriate authority. None of the above methods uses
any sort of autonomous solution. This creates a need to develop
an automated system which intelligently detects such situations
and inform the concerned people.

Our approach takes input from the camera a video stream
and models a reference static frame and other objects which
are ordinarily present in it. It then updates the background
to incorporate any static object that has been abandoned or
has been removed from the original background. Finally, it
compares the new background with the original background
and generates their difference frame which only contains
the abandoned objects enclosed inside ovals, informing the
security personnel who is monitoring the area in the control
room. By implementing this approach in the form of a custom
hardware design on FPGA, we hope to make a chip in future
that can be easily embedded on a development board for such
applications.

II. RELATED WORK

Many methods have been previously proposed to automate
the detection of abandoned objects. Jing Chang [2] utilizes
selective tracking to determine whether the owner of the so-
detected abandoned luggage is in proximity by detecting “skin
color information” and body contours. However, it may be
difficult to determine in crowded situations where people are
rapidly moving towards and away from said luggage. Also,
detecting such attributes of a person is subject to lighting
changes and occlusions due to an ambient crowd. Most of
the proposed methods, such as the one proposed by M.
Bhargava [1] search for an owner of the luggage in the midst
of the crowd, which requires the system to have a lot of
memory at its disposal. Background Subtraction [7] is also
commonly utilized, but it is a practical only if the background
so acquired updates itself with lighting changes over time, to
prevent noise contours. Gaussian Mixture Model (GMM) is
commonly utilized to achieve background updating [12] [3]
[10]. Although GMM is an efficient method for background
modeling but it is memory intensive. We present a memory
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efficient algorithm to achieve a result that is comparable to
that of GMM, also, we can explicitly control the amount of
memory utilized for storage.

Fig. 1: A static frame- I without object and II with object

Fig. 2: Variation of pixel intensity at encircled position in
Fig.1(I)-(II) with incoming frames. Averaging is performed
over all the coming inputs video frames, highlighting effect
of introduction of an object that is black in this case.

III. ALGORITHM

A. Obtaining Reference Static Frame

The proposed algorithm considers an assumption during
the initialization period. It assumes that there are no abandoned
objects in the first ‘n’ frames of the video. We model an initial
static background from the video feed which contains only
those objects, which are at rest. Such objects form a general
composition of the background, which can be trees, poles,
signboards, buildings, roads and more. This is computed by
forming an image using the average value of each pixel in the
first ‘n’ frames. This is done as per the designed algorithm
flow which takes only a few seconds. This computed initial
static background is stored in memory for further use.

B. Updating Current Static Frame

After initializing the static background containing solely
the stationary objects that are expected to be present in the
video feed, we constantly update by doing computations as
proposed in III-A and models an updated static background.
This is done after the desired interval to incorporate incoming
of new static objects into the video. Thus, if a new object
comes into the cameras field of view and it has not been moved

for a certain period of time, its presence will be visible in the
updated static background. This happens even if the object is
blurred due to the low resolution of surveillance video. Since
the effect of rapidly moving objects while updating the static
background will be very less, hence, this updating is unaffected
by object occlusion due to crowds. This helps the proposed
algorithm to detect such objects in the presence of spatial and
temporal occlusion successfully, experimental results of the
same is shown in the result section.

C. Current Frame Comparison

In case an object is left unattended in the video feed for
an extended period of time, its presence will be seen in the
updated static frame. This updated static frame is compared
with the previous reference static frame without the object,
such comparison will reveal the object as a highlighted blob.
This comparison is performed by calculating a difference
between both frames.

D. Blob Detection

Blob detection (also known as connected component label-
ing) is applied on the grayscale image produced by comparison
in the previous section and attempts to find the bright areas.
In order to remove the effect of intermittent movement in a
video feed that results in the presence of many smaller blobs
during frame comparison, we merge such blobs that are close
together into one larger blob.

E. Decision making

We use a very efficient approach of comparing sizes of
various blobs in the frame. If any blob is too small to be a
significant object, we discard it as noise. We display the larger
blobs in a separate window, making it easy for the security
personnel to locate such objects and take necessary action.

IV. FLOWCHART

Input video feed

Maintain a FIFO queue q(i,j) of size ‘n’ for each pixel p(i,j)

Append values of p(i,j) to q(i,j) over ‘n’ frames

Find average of pixel values of ‘n’ frames

Updates each pixel average after a new frame by adding
the new pixel value and removing oldest one in the queue

Matrix of average pixel values forms background

Compare new background with old background: filter large blobs

Large blobs constitutes abandoned objects

2016 International Conference on Computational Techniques in Information and Communication Technologies (ICCTICT)

978-1-5090-0082-1/16/$31.00 ©2016 IEEE708



V. MATHEMATICAL FORMULATION

Consider the nth frame of the video as In, such that In(i, j)
represents the value of pixel present at ith row and jth column
of nth frame. For each such pixel value a queue Q(i,j) of size
N, a sum of pixel values S(i,j) and average of pixel values A(i,j)
is maintained over the incoming frames. The total number of
frames N to be considered for modeling a static background
can be selected by user as per the requirement. It is directly
related to the measure of time after which an object will be
declared abandoned. Starting from the first frame, n = 1 :

• If n < N

Q(i,j) = I1(i, j), I2(i, j), ... ,In−1(i, j), In(i, j)

Hence sum of elements of this queue is given by:

Sn(i, j) =
n∑

k=1

Ik(i, j) (1)

Average of elements of this queue is given by:

An(i, j) = 0 (2)

As we are calculate the average value of each pixel in pixel
queue only when first N frames has been observed by system
and hence the background frame is blank here.

• If n ≥ N

Q(i,j) = In−N+1(i, j), In−N+2(i, j), ... ,In−1(i, j), In(i, j)

Now sum of elements of this queue is given by:

Sn(i, j) = Sn−1(i, j) + In(i, j)−Q(i, j).front (3)

where In(i, j) is pixel value in the latest frame and
Q(i, j).front is the oldest pixel value in the queue Q(i, j)

Average of elements of this queue is given by:

An(i, j) = Sn(i, j)/N (4)

We model a background now such that:[
Bn(i, j)

]
a×b

=
[
An(i, j)

]
a×b

(5)

where a× b is the dimension of the frame and Bn(i, j) is
the pixel value in the static background frame. This ensures
that we are always computing the average of the latest N
number of frames coming in the video feed. Hence for an
appropriate value of N, the proposed algorithm automatically
updates background. We simultaneously maintain a separate
video frame Wn(i, j) that contains the abandoned objects
detected by the algorithm. If there are no such objects, this
frame remains empty.

VI. FPGA IMPLEMENTATION

The proposed algorithm is implemented on Xilinx Zynq-
7020 all programmable system on chip (SoC) FPGA board.
It has Processing System (PS) that contains Dual ARM
Cortex-A9 MPCore processor with CoreSight that provides
high-speed sequential logic implementations and a powerful
Programmable Logic (PL) that contains Artix-7 FPGA with
85,000 logic cells and other resources that give flexibility to

designers to implement complex parallel operations on it with
sequential processes. The graphical view of this SoC is shown
in Fig-3. We use an RGB camera to capture live video feed
which is pre-processed by the PS part before giving input to
PL part where the FPGA design of our proposed algorithm for
abandoned object detection lies.

The PL section is programmed using Vivado High-Level
Synthesis (HLS) library provided by Xilinx. The data transfer
is done using the AXI-Stream bus which is highly efficient
and fast for real-time high-bandwidth data transfer. Every new
frame sent to PL part is converted into a FIFO matrix having
a FIFO queue for each pixel as outline in the previous section.
This FIFO queue updated with each new incoming video
frame. The sum and averages of pixel values in FIFO queue
is calculated after a N number of latest frames is observed
that can be set while running the algorithm. The design gives
output the frame Wn in the form of FIFO buffer that contains
the abandoned objects blobs detected by the algorithm. This is
sent to PS part where it is converted into video format frame
and is projected on a monitor.

Fig. 3: Block diagram of our FPGA system

RESULTS

We tested our proposed approach on the AVSS2007 dataset.
This dataset contains videos from different scenarios, such as
abandoned objects and parked vehicles. Since the abandoned
object scene fit our problem, so we tested our algorithm on the
sequences - AB-Easy, AB-Medium, and AB-Hard that contains
abandoned luggage placed on a platform. We also compared
our method with current state of the art studies of [9], [4],
[6], [11], [5], [8]. Precision, Recall and F-measure values for
this comparison are shown in TABLE-I. The luggage left is
easily detected in the case of AB-Easy as shown in Fig. 4
due to no crowd and large size of luggage, on the other hand
for AB-Medium and AB-Hard this is challenging due to the
small size of the abandoned object and crowd on the platform.
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Noteworthily, our method localizes the abandoned objects in
all three sequences.

Fig. 4: Detection results of the sequence AB-Easy of
AVSS2007

Fig. 5: Detection results of the sequence AB-Medium of
AVSS2007

[9] [4] [6] [11] [5] [8] Ours
Precision 0.05 0.21 0.40 0.35 0.97 1.0 1.0
Recall 1.0 1.0 0.67 1.0 1.0 1.0 1.0
F-measure 0.09 0.35 0.50 0.52 0.98 1.0 1.0

TABLE I: Comparison of different methods on AVSS2007
video dataset

We also tested our algorithm on our own dataset for
two types of camera positions having different environment
situations:
(i) A horizontally placed camera on the table top in minimally
crowded place, for example, our lab.
(ii) An overhead surveillance camera in very crowded place.

Since occlusion of the object of interest in object detection
algorithms is a major concern, so we created various temporal
and spatial occlusion situations while testing the performance
of our algorithm. Also, the situations when there are objects of
various dimensions and it’s variable distance from the camera
were created. The results as shown in TABLE-II reflects the
state of the art performance on such tasks.
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(i) Horizontal Camera (ii) Overhead Surveillance Camera

1

Static frame acquisition stage Far-away object detected

2

Static frame acquisition complete Temporal occlusion test on far-away object

3

Spatial Occlusion test Image disappears once object is removed

4

Object Placed Spatial occlusion test on far-away object

5

Abandoned Object detected Nearby object detected

6

Temporal Occlusion Test Temporal occlusion test on nearby object

TABLE II: Results of proposed algorithm on video feed in different conditions
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